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Past, present and future of DIS

US EIC 
energy

luminosity 1034 cm�2s�1

wide range of nuclei: p,d,3He,4He,C,Ca,Cu,Au

polarization of electron and nucleon beams

luminosity

p
s ' 1� 5 TeV

LHeC /FCC-ep (CERN)
energy

1034 cm�2s�1

electron proton/ion:  p,Pb

�2

p
s ' 20� 140 GeV
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Physics at high densities at the EIC
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Saturation boundary needs to be determined by experiment

x and A dependent saturation scale.

HERA data consistent with very low QS  

          Partonic/perturbative interpretation uncertain

Saturation in perturbative QCD2316

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron scattering was2317

developed by Gribov [56,192,215]. Models based on this non-perturbative Regge-Gribov framework are quite2318

successful in describing existing data on inclusive and di↵ractive ep and eA scattering (see e.g. [216,217] and2319

references therein). However, they lack solid theoretical foundations within QCD.2320

On the other hand, attempts have been going on for the last 30 years to implement parton rescattering2321

or recombination2 in perturbative QCD in order to describe its high-energy behaviour. In the pioneering2322

work in [195,218], a non-linear evolution equation in lnQ2 was proposed to provide the first correction to the2323

linear equations. A non-linear term appeared, which was proportional to the local density of color charges2324

seen by the probe (the virtual photon).2325

An alternative, independent approach was developed in [219], where the amplitudes for di↵ractive pro-2326

cesses in the triple Regge limit were calculated. This resulted in the extraction of the triple Pomeron vertex2327

in QCD at small x, which is responsible for the non-linear term in the evolution equations.2328

Later on these ideas were further developed to include all corrections enhanced by the local parton density,2329

to constitute what is called the Color Glass Condensate (CGC) [196–199,220–227] (see also the most recent2330

developments in [228–231]). The CGC provides a non-perturbative, but weak-coupling, realization of parton2331

saturation ideas within QCD. The linear limit of the basic CGC equation is the BFKL equation, which is2332

the linear evolution equation derived in the high-energy limit. As illustrated in Fig. 5.1, the evolution in the2333

lnQ2
� ln 1/x plane is driven by both linear equations: along lnQ2 for DGLAP and along ln 1/x for BFKL.2334

The basic framework in which saturation ideas are discussed is illustrated in Fig. 5.2. One is considering2335

the hadron wave function at high energy. Its partonic components can be separated into those partons with2336

a large momentum fraction x and those with small x. The large-x components form dilute systems and2337

provide color sources for the corresponding small-x components. Due to multiple splittings of the small-x2338

gluons, a dense system is eventually formed. One can then construct within this formalism an evolution2339

equation for the gluon correlators in the hadron wave function which is a renormalization group equation2340

with respect to the rapidity separating large- and small-x partons. This renormalization procedure assumes2341

perturbative gluon emissions from the large-x partons which imply a redefinition of the source at each step2342

in rapidity.2343

The mean field version of the CGC evolution equations, the Balitsky-Kovchegov (BK) equation [198,199],2344

provides a non-linear evolution equation for the so-called unintegrated gluon densities. These distributions,2345

unlike the standard integrated densities, contain the information about the transverse momenta of the2346

partons. They naturally appear in the theoretical formulations of small-x physics. A detailed description of2347

these distributions as well as the prospects of their precise determination at the LHeC through a variety of2348

processes are discussed in Subsec. 5.2.5.2349

It turns out that the BK approach results in a gluon density which, for a fixed resolution of the probe,2350

is saturated for small longitudinal momentum fractions x, whereas at large values of x, the non-linear2351

term is negligible. The separation between these two limits is given by a dynamically generated saturation2352

momentum Qs(x) which increases with decreasing x (c.f. Fig. 5.1), and therefore saturation is determined2353

by the condition Q < Qs(x). Then, for large energies or small x, the system is in a dense regime of high2354

gluon fields (thus non-perturbative) but the typical gluon momentum, ⇠ Qs, is large (thus the coupling2355

constant which determines gluon interactions is weak). The qualitative behaviour of the saturation scale2356

with energy and nuclear size can be argued as follows. The transition from a dilute to a dense regime occurs2357

when the packing factor (in this case, the product of the density of gluons per unit transverse area times the2358

gluon-gluon cross section) becomes of order unity i.e.2359
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s)

⇡A2/3
⇥

↵s(Q2
s)

Q2
s

⇠ 1 =) Q2
s ⇠ A1/3Q2

0

✓
1
x

◆�

, (5.2)

where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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Saturation in perturbative QCD2316

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron scattering was2317

developed by Gribov [56,192,215]. Models based on this non-perturbative Regge-Gribov framework are quite2318

successful in describing existing data on inclusive and di↵ractive ep and eA scattering (see e.g. [216,217] and2319

references therein). However, they lack solid theoretical foundations within QCD.2320

On the other hand, attempts have been going on for the last 30 years to implement parton rescattering2321

or recombination2 in perturbative QCD in order to describe its high-energy behaviour. In the pioneering2322

work in [195,218], a non-linear evolution equation in lnQ2 was proposed to provide the first correction to the2323

linear equations. A non-linear term appeared, which was proportional to the local density of color charges2324

seen by the probe (the virtual photon).2325

An alternative, independent approach was developed in [219], where the amplitudes for di↵ractive pro-2326

cesses in the triple Regge limit were calculated. This resulted in the extraction of the triple Pomeron vertex2327

in QCD at small x, which is responsible for the non-linear term in the evolution equations.2328

Later on these ideas were further developed to include all corrections enhanced by the local parton density,2329

to constitute what is called the Color Glass Condensate (CGC) [196–199,220–227] (see also the most recent2330

developments in [228–231]). The CGC provides a non-perturbative, but weak-coupling, realization of parton2331

saturation ideas within QCD. The linear limit of the basic CGC equation is the BFKL equation, which is2332

the linear evolution equation derived in the high-energy limit. As illustrated in Fig. 5.1, the evolution in the2333

lnQ2
� ln 1/x plane is driven by both linear equations: along lnQ2 for DGLAP and along ln 1/x for BFKL.2334

The basic framework in which saturation ideas are discussed is illustrated in Fig. 5.2. One is considering2335

the hadron wave function at high energy. Its partonic components can be separated into those partons with2336

a large momentum fraction x and those with small x. The large-x components form dilute systems and2337

provide color sources for the corresponding small-x components. Due to multiple splittings of the small-x2338

gluons, a dense system is eventually formed. One can then construct within this formalism an evolution2339

equation for the gluon correlators in the hadron wave function which is a renormalization group equation2340

with respect to the rapidity separating large- and small-x partons. This renormalization procedure assumes2341

perturbative gluon emissions from the large-x partons which imply a redefinition of the source at each step2342

in rapidity.2343

The mean field version of the CGC evolution equations, the Balitsky-Kovchegov (BK) equation [198,199],2344

provides a non-linear evolution equation for the so-called unintegrated gluon densities. These distributions,2345

unlike the standard integrated densities, contain the information about the transverse momenta of the2346

partons. They naturally appear in the theoretical formulations of small-x physics. A detailed description of2347

these distributions as well as the prospects of their precise determination at the LHeC through a variety of2348

processes are discussed in Subsec. 5.2.5.2349

It turns out that the BK approach results in a gluon density which, for a fixed resolution of the probe,2350

is saturated for small longitudinal momentum fractions x, whereas at large values of x, the non-linear2351

term is negligible. The separation between these two limits is given by a dynamically generated saturation2352

momentum Qs(x) which increases with decreasing x (c.f. Fig. 5.1), and therefore saturation is determined2353

by the condition Q < Qs(x). Then, for large energies or small x, the system is in a dense regime of high2354

gluon fields (thus non-perturbative) but the typical gluon momentum, ⇠ Qs, is large (thus the coupling2355

constant which determines gluon interactions is weak). The qualitative behaviour of the saturation scale2356

with energy and nuclear size can be argued as follows. The transition from a dilute to a dense regime occurs2357

when the packing factor (in this case, the product of the density of gluons per unit transverse area times the2358

gluon-gluon cross section) becomes of order unity i.e.2359

A ⇥ xg(x,Q2
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where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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Saturation in perturbative QCD2316

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron scattering was2317

developed by Gribov [56,192,215]. Models based on this non-perturbative Regge-Gribov framework are quite2318

successful in describing existing data on inclusive and di↵ractive ep and eA scattering (see e.g. [216,217] and2319

references therein). However, they lack solid theoretical foundations within QCD.2320

On the other hand, attempts have been going on for the last 30 years to implement parton rescattering2321

or recombination2 in perturbative QCD in order to describe its high-energy behaviour. In the pioneering2322

work in [195,218], a non-linear evolution equation in lnQ2 was proposed to provide the first correction to the2323

linear equations. A non-linear term appeared, which was proportional to the local density of color charges2324

seen by the probe (the virtual photon).2325

An alternative, independent approach was developed in [219], where the amplitudes for di↵ractive pro-2326

cesses in the triple Regge limit were calculated. This resulted in the extraction of the triple Pomeron vertex2327

in QCD at small x, which is responsible for the non-linear term in the evolution equations.2328

Later on these ideas were further developed to include all corrections enhanced by the local parton density,2329

to constitute what is called the Color Glass Condensate (CGC) [196–199,220–227] (see also the most recent2330

developments in [228–231]). The CGC provides a non-perturbative, but weak-coupling, realization of parton2331

saturation ideas within QCD. The linear limit of the basic CGC equation is the BFKL equation, which is2332

the linear evolution equation derived in the high-energy limit. As illustrated in Fig. 5.1, the evolution in the2333

lnQ2
� ln 1/x plane is driven by both linear equations: along lnQ2 for DGLAP and along ln 1/x for BFKL.2334

The basic framework in which saturation ideas are discussed is illustrated in Fig. 5.2. One is considering2335

the hadron wave function at high energy. Its partonic components can be separated into those partons with2336

a large momentum fraction x and those with small x. The large-x components form dilute systems and2337

provide color sources for the corresponding small-x components. Due to multiple splittings of the small-x2338

gluons, a dense system is eventually formed. One can then construct within this formalism an evolution2339

equation for the gluon correlators in the hadron wave function which is a renormalization group equation2340

with respect to the rapidity separating large- and small-x partons. This renormalization procedure assumes2341

perturbative gluon emissions from the large-x partons which imply a redefinition of the source at each step2342

in rapidity.2343

The mean field version of the CGC evolution equations, the Balitsky-Kovchegov (BK) equation [198,199],2344

provides a non-linear evolution equation for the so-called unintegrated gluon densities. These distributions,2345

unlike the standard integrated densities, contain the information about the transverse momenta of the2346

partons. They naturally appear in the theoretical formulations of small-x physics. A detailed description of2347

these distributions as well as the prospects of their precise determination at the LHeC through a variety of2348

processes are discussed in Subsec. 5.2.5.2349

It turns out that the BK approach results in a gluon density which, for a fixed resolution of the probe,2350

is saturated for small longitudinal momentum fractions x, whereas at large values of x, the non-linear2351

term is negligible. The separation between these two limits is given by a dynamically generated saturation2352

momentum Qs(x) which increases with decreasing x (c.f. Fig. 5.1), and therefore saturation is determined2353

by the condition Q < Qs(x). Then, for large energies or small x, the system is in a dense regime of high2354

gluon fields (thus non-perturbative) but the typical gluon momentum, ⇠ Qs, is large (thus the coupling2355

constant which determines gluon interactions is weak). The qualitative behaviour of the saturation scale2356

with energy and nuclear size can be argued as follows. The transition from a dilute to a dense regime occurs2357

when the packing factor (in this case, the product of the density of gluons per unit transverse area times the2358

gluon-gluon cross section) becomes of order unity i.e.2359
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where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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Figure 3.9: Theoretical expectations for the saturation scale as a function of Bjorken x for the
proton along with Ca and Au nuclei.

der of magnitude larger
p
s). Thus, the nu-

cleus is an e�cient amplifier of the universal
physics of high gluon densities allowing us to
study the saturation regime in e+A at sig-
nificantly lower energy than would be pos-
sible in e+p. For example, as can be seen
from Fig. 3.9, Q

2
s ⇡ 7 GeV2 is reached at

x = 10�5 in e+p collisions requiring a col-
lider providing a center-of-mass energy of al-
most

p
s ⇡

p
Q2

s/x ⇡ 1 TeV, while in e+Au
collisions, only

p
s ⇡ 60 GeV is required

to achieve comparable gluon density and the
same saturation scale.

To illustrate the conclusion that Qs is an
increasing function of both A and 1/x, we
show a plot of its dependence on both vari-
ables in Fig. 3.10 using Model-I of Fig. 3.9.
One can see again from Fig. 3.10 that larger
Qs can be obtained by increasing the energy
or by increasing mass number A.

Measurements extracting the x, b and
A dependence of the saturation scale pro-
vide very useful information on the momen-
tum distribution and space-time structure of
strong color fields in QCD at high energies.
The saturation scale defines the transverse
momentum of the majority of gluons in the
small-x wave-function, as shown in Fig. 3.7,

thus being instrumental to our understand-
ing of the momentum distributions of glu-
ons. The impact parameter dependence of
the saturation scale tells us how the gluons
are distributed in the transverse coordinate
plane, clarifying the spatial distribution of
the small-x gluons in the proton or nucleus.

Nuclear Structure Functions

The plots in Figs. 3.8, 3.9 and 3.10 sug-
gest a straightforward way of finding satu-
ration/CGC physics: if we perform the DIS
experiment on a proton, or, better yet, on
a nucleus, and measure the DIS scattering
cross-section as a function of x and Q

2, then,
at su�ciently low x and Q

2, one may be
able to see the e↵ects of saturation. As ex-
plained in the Sidebar on page 19, the total
DIS cross-section is related to the structure
functions F2(x,Q2) and FL(x,Q2) by a linear
relation. One finds that the structure func-
tion F2 is more sensitive to the quark dis-
tribution xq(x,Q2) of the proton or nucleus,
while the structure function FL measures the
gluon distribution xG(x,Q2) [10, 173]. Sat-
uration e↵ects can thus be seen in both F2

and FL at low x and Q
2, although, since sat-
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Figure 3.14: The kinematic reach in x and Q
2 of the EIC for di↵erent electron beam energies,

given by the regions to the right of the diagonal black lines, compared with predictions of the
saturation scale, Qs, in p, Ca, and Au from Model-I (see Sec. 3.2.1 and note that x < 0.01 in
the figure).

(pQCD) based on the linear DGLAP evolu-
tion equation is strictly only applicable at
large Q

2. In the range Q
2

< Q
2
s, solely

non-linear theories such as the CGC can pro-
vide quantitative calculations. It is only in a
small window of approximately 1 . Q

2 . 4
GeV2 where a comparison between the two
approaches can be made (see Fig. 3.14). Due
to the complexity of high energy nuclear
physics, at the end, the final insight will
come from the thorough comparison of mod-
els calculations with a multitude of measure-
ments, each investigating di↵erent aspects of
the low-x regime. We will learn from varying
the ion species, A, from light to heavy nuclei,
studying the Q

2, x, and t dependence of the
cross-section in inclusive, semi-inclusive, and
exclusive measurements in DIS and di↵rac-
tive events.

In what follows we discuss a small set
of key measurements whose ability to ex-
tract novel physics is beyond question. They

serve primarily to exemplify the very rich
physics program available at an EIC. These
“golden” measurements are summarized in
Tab. 3.1 with two EIC energy options. These
measurements are discussed in further detail
in the remainder of this section. It should
be stressed that the low-x physics program
will only reach its full potential when the
beam energies are large enough to reach suf-
ficiently deep into the saturation regime. Ul-
timately this will only be possible at an EIC
where x ⇠ 10�4 can be reached at Q

2 val-
ues of 1–2 GeV2 as indicated in Fig. 3.14.
Only the highest energies will give us enough
of a lever arm in Q

2 to study the cross-
ing into the saturation region allowing us
to, at the same time, make the comparison
with DGLAP-based pQCD and CGC predic-
tions. The statistical error bars depicted in
the figures described in this section are de-
rived by assuming an integrated luminosity
of

R
Ldt = 10 fb�1

/A for each species and in-
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Saturation in perturbative QCD2316

The original approach to implement unitarity and rescattering e↵ects in high-energy hadron scattering was2317

developed by Gribov [56,192,215]. Models based on this non-perturbative Regge-Gribov framework are quite2318

successful in describing existing data on inclusive and di↵ractive ep and eA scattering (see e.g. [216,217] and2319

references therein). However, they lack solid theoretical foundations within QCD.2320

On the other hand, attempts have been going on for the last 30 years to implement parton rescattering2321

or recombination2 in perturbative QCD in order to describe its high-energy behaviour. In the pioneering2322

work in [195,218], a non-linear evolution equation in lnQ2 was proposed to provide the first correction to the2323

linear equations. A non-linear term appeared, which was proportional to the local density of color charges2324

seen by the probe (the virtual photon).2325

An alternative, independent approach was developed in [219], where the amplitudes for di↵ractive pro-2326

cesses in the triple Regge limit were calculated. This resulted in the extraction of the triple Pomeron vertex2327

in QCD at small x, which is responsible for the non-linear term in the evolution equations.2328

Later on these ideas were further developed to include all corrections enhanced by the local parton density,2329

to constitute what is called the Color Glass Condensate (CGC) [196–199,220–227] (see also the most recent2330

developments in [228–231]). The CGC provides a non-perturbative, but weak-coupling, realization of parton2331

saturation ideas within QCD. The linear limit of the basic CGC equation is the BFKL equation, which is2332

the linear evolution equation derived in the high-energy limit. As illustrated in Fig. 5.1, the evolution in the2333

lnQ2
� ln 1/x plane is driven by both linear equations: along lnQ2 for DGLAP and along ln 1/x for BFKL.2334

The basic framework in which saturation ideas are discussed is illustrated in Fig. 5.2. One is considering2335

the hadron wave function at high energy. Its partonic components can be separated into those partons with2336

a large momentum fraction x and those with small x. The large-x components form dilute systems and2337

provide color sources for the corresponding small-x components. Due to multiple splittings of the small-x2338

gluons, a dense system is eventually formed. One can then construct within this formalism an evolution2339

equation for the gluon correlators in the hadron wave function which is a renormalization group equation2340

with respect to the rapidity separating large- and small-x partons. This renormalization procedure assumes2341

perturbative gluon emissions from the large-x partons which imply a redefinition of the source at each step2342

in rapidity.2343

The mean field version of the CGC evolution equations, the Balitsky-Kovchegov (BK) equation [198,199],2344

provides a non-linear evolution equation for the so-called unintegrated gluon densities. These distributions,2345

unlike the standard integrated densities, contain the information about the transverse momenta of the2346

partons. They naturally appear in the theoretical formulations of small-x physics. A detailed description of2347

these distributions as well as the prospects of their precise determination at the LHeC through a variety of2348

processes are discussed in Subsec. 5.2.5.2349

It turns out that the BK approach results in a gluon density which, for a fixed resolution of the probe,2350

is saturated for small longitudinal momentum fractions x, whereas at large values of x, the non-linear2351

term is negligible. The separation between these two limits is given by a dynamically generated saturation2352

momentum Qs(x) which increases with decreasing x (c.f. Fig. 5.1), and therefore saturation is determined2353

by the condition Q < Qs(x). Then, for large energies or small x, the system is in a dense regime of high2354

gluon fields (thus non-perturbative) but the typical gluon momentum, ⇠ Qs, is large (thus the coupling2355

constant which determines gluon interactions is weak). The qualitative behaviour of the saturation scale2356

with energy and nuclear size can be argued as follows. The transition from a dilute to a dense regime occurs2357

when the packing factor (in this case, the product of the density of gluons per unit transverse area times the2358

gluon-gluon cross section) becomes of order unity i.e.2359

A ⇥ xg(x,Q2
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where the growth of the gluon density at small x in the dilute system has been approximated by a power2360

law, xg(x,Q2) ⇠ x��, logarithms are neglected and the nucleus is considered a simple superposition of2361

2Note that the rescattering and recombination concepts correspond to the same physical mechanism viewed in the rest frame
and the infinite momentum frame of the hadron, respectively.
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Figure 3.4: Illustration of the x,Q2 values of simulated cross section and heavy quark density data used
in LHeC studies. The red points illustrate the gain in acceptance towards large x at fixed Q

2 when Ep

is lowered, see text.

µm. The experimental challenges then are the beam pipe radius, coping at the LHeC with860

strong synchrotron radiation e↵ects, and the forward tagging acceptance, similar to the HL-861

LHC challenges albeit much easier through the absence of pile-up in ep. Very sophisticated862

techniques are being developed at the LHC in order to identify bottom production through863

jets [60] which are not touched upon here.864

A simulation was made of the possible measurements of the anti-strange density (Fig. 3.5) using865

impact parameter tagging in ep CC scattering, and of the charm and beauty structure functions866

using c and b tagging in NC (Figs. 3.6, 3.7). The results served as input for the PDF study867

subsequently presented.868

Following experience on heavy flavour tagging at HERA and ATLAS, assumptions were made869

on the charm and beauty tagging e�ciencies, to be 10% and 60%, respectively. The light-quark870

background in the charm analysis is assumed to be controllable to per cent level, while the871

charm background in the beauty tagging sample is assumed to be 10%. The tagging e�ciencies872

and background contaminations a↵ect the statistical error which for the assumed 100 fb�1 is873

negligible, apart from edges of phase space as the figures illustrate for all three distribution.874

An additional uncorrelated systematic error is assumed in the simulated strange and beauty875

quark measurements of 3% while for charm a 2% error is used. These errors determine the mea-876

surement uncertainties in almost the full kinematic range. At higher Q2 and x, these increase,877

for example to 10, 5 and 7% for xs, xc and xb, respectively, at x ' 0.1 and Q
2 ' 105GeV2. As878

is specified in the figures, the x and Q
2 ranges of these measurements extend over 3, 5 and 4879
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Pseudodata

accurately than it is known today. This primarily comes from the extension of range and1139

precision in the measurement of @F2/@ lnQ2, which at small x is a direct measure of xg. The1140

precision determination of the quark distributions, discussed previously, also strongly constrains1141

xg. Further sensitivity arises with the high-y part of the NC cross section which is controlled1142

by the longitudinal structure function as is discussed in Sect. 4.2.3.1143

The result for the gluon distribution from the LHeC inclusive NC/CC data fits is presented in1144

Fig. 3.15, and compared to several other PDF sets. On the left, the distribution is presented1145

as a ratio to CT14, and is displayed on a log-x scale to highlight the small x region. On the1146

right, the xg distribution is shown on a linear-x scale, accentuating the region of large x. The1147

determination of xg will be radically improved with the LHeC NC and CC precision data, which1148

provide constraints on @F2/@ lnQ2 down to very low x values, � 10�5, and large x  0.8.1149
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Figure 3.15: Gluon distribution at Q2 = 1.9GeV2 as a function of x, highlighting (left) the low x and
(right) the high x regions. The yellow band corresponds to the “LHeC 1st run” PDFs (D2), while the
dark blue shows the “LHeC inclusive” PDFs (D4+D5+D6+D9), as described in the text. Both LHeC
PDFs shown are scaled to the central value of CT14. The smooth extension of the LHeC xg uncertainty
bands below x ' 10�5 is an artefact of the parameterisation.

Below x ' 5 · 10�4, the HERA data have almost vanishing constraining power due to kinematic1150

range limitations, as one needs a lever arm to determine the Q
2 derivative, and so the gluon1151

is simply not determined at lower x. This can be seen in all modern PDF sets. With the1152

LHeC, a precision of a few per cent at small x becomes possible down to nearly 10�5. This1153

should resolve the question of non-linear parton interactions at small x (cf. Sect. 4.2). It also1154

has direct implications for the LHC (and even stronger for the FCC): with the extension of the1155

rapidity range to about 4 at the HL-LHC by ATLAS and CMS, Higgs physics will become small1156

x physics for which xg must be known very accurately since gg ! H is the dominant production1157

mechanism.1158

At large x � 0.3, the gluon distribution becomes very small and large variations appear in1159

its determination from several PDF groups, di↵ering by orders of magnitude. That is related1160

to uncertainties on jet measurements, theoretical uncertainties, and the fact that HERA did1161

not have su�cient luminosity to cover the high x region where, moreover, the sensitivity to xg1162
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assumed in the PDF fit, we aim to determine the likelihood of disentangling non-linear from1979

linear evolution e↵ects at the LHeC. See also [246] for previous related studies along the same1980

direction.1981

Analysis settings1982

In this study we adopt the settings of [56, 247], to which we refer the interested reader for1983

further details. In Ref. [56] the impact on the proton PDFs of inclusive and semi-inclusive1984

neutral-current (NC) and charged current (CC) DIS structure functions from the LHeC was1985

quantified. These results were then compared with the corresponding projections for the PDF1986

sensitivity of the High-Luminosity upgrade of the LHC (HL-LHC). In Fig. 3.4 the kinematic1987

range in the (x,Q2) plane of the LHeC pseudodata employed in that analysis is displayed, which1988

illustrated how the LHeC can provide unique constraints on the behaviour of the quark and1989

gluon PDFs in the very small-x region.1990

Since non-linear dynamics are known to become sizeable only at small-x, for the present analysis1991

it is su�cient to consider the NC e
�
p inclusive scattering cross sections from proton beam1992

energies of Ep = 7TeV and Ep = 1TeV. In Fig. 4.9 we show the bins in (x,Q2) for which1993

LHeC pseudodata for inclusive structure functions has been generated according to a saturation-1994

based calculation. Specifically, we have adopted here the DGLAP-improved saturation model1995

of Ref. [248], in which the scattering matrix is modelled through eikonal iteration of two gluon1996

exchanges. This model was further extended to include heavy flavour in Ref. [249]. The specific1997

parameters that we use were taken from Fit 2 in Ref. [250], where parameterisations are provided1998

that can be used for x < 0.01 and Q
2
< 700GeV2. These parameters were extracted from a fit1999

to the HERA legacy inclusive structure function measurements [42] restricted to x < 0.01 and2000

0.045 < Q
2
< 650GeV2. In contrast to other saturation models, the one we assume here [250]2001

provides a reasonable description for large Q
2 in the small x region, where it ensure a smooth2002

transition to standard fixed-order perturbative results.2003

Figure 4.9: The kinematic coverage of the NC e
�
p scattering pseudodata at the LHeC, where the blue

(red) points indicate those bins for which DGLAP (saturation) predictions are available.
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Idea: generate pseudodata with/without saturation, fit with DGLAP and 
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LHeC pseudodata: use two setups


• DGLAP only (PDF4LHC15)


• DGLAP for x>10-4 and saturation model 
for x<10-4  (Golec-Biernat, Sapeta)

Method : Abdul Khalek, Bailey, Gao, 
Harland-Lang, Rojo. Hessian profiling.


Generated 500 independent sets of LHeC 
NC pseudodata  with random fluctuations 
determined by (projected) experimental 
uncertainties. 
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Figure 4.10: Upper plots: the distribution of pre-fit and post-fit values of �2
/ndat for the Nexp = 500

sets of generated LHeC pseudodata. We compare the results of the profiling of the LHeC pseudodata
based on DGLAP calculations in the entire range of x (left) with those where the pseudodata is based
on the saturation model in the region x < 10�4 (right plot). Bottom plot: comparison of the post-fit
�
2
/ndat distributions between these two scenarios for the pseudodata generation.

and �expF represents the associated total experimental uncertainty. In Fig. 4.11 we display the2047

pulls between the post-fit prediction and the central value of the LHeC pseudodata for di↵erent2048

bins in Q
2. We compare the cases where the pseudodata has been generated using a consistent2049

theory calculation (DGLAP) with that based on the GBW saturation model.2050

The comparisons in Fig. 4.11 show first of all that in the DGLAP case the pulls are O(1) in2051

the entire kinematical range. This is of course expected, given that the LHeC pseudodata is2052

generated using the same theory as the one subsequently used for the fit. In the case where2053

the pseudodata has been partially generated with the saturation calculation, on the other hand,2054

one finds a systematic tension between the theory used for the fit (DGLAP) and the one used2055

to generate the pseudodata (saturation). Indeed, we find that at the smallest values of x the2056

theory prediction undershoots the data by a significant amount, while at higher x the opposite2057

behaviour takes place. One can also see that in the region 10�4
⇠< x ⇠< 10�3 the fit overshoots2058

the pseudodata by a large amount.2059

These comparisons highlight how a QCD fit to the saturation pseudodata is obtained as a2060

compromise between opposite trends: the theory wants to undershoot the data at very small x2061

and overshoot it at larger values of x. These tensions result in a distorted fit, explaining the2062

larger �2
/ndat values as compared to the DGLAP case. Such a behaviour can be partially traced2063

back by the di↵erent scaling in Q
2 between DGLAP and GBW: while a di↵erent x dependence2064

could eventually be absorbed into a change of the PDFs at the parameterisation scale Q0, this2065

is not possible with a Q
2 dependence.2066

The pull analysis of Fig. 4.11 highlights how in order to tell apart linear from non-linear QCD2067
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Figure 4.10: Upper plots: the distribution of pre-fit and post-fit values of �2
/ndat for the Nexp = 500

sets of generated LHeC pseudodata. We compare the results of the profiling of the LHeC pseudodata
based on DGLAP calculations in the entire range of x (left) with those where the pseudodata is based
on the saturation model in the region x < 10�4 (right plot). Bottom plot: comparison of the post-fit
�
2
/ndat distributions between these two scenarios for the pseudodata generation.

and �expF represents the associated total experimental uncertainty. In Fig. 4.11 we display the2047

pulls between the post-fit prediction and the central value of the LHeC pseudodata for di↵erent2048

bins in Q
2. We compare the cases where the pseudodata has been generated using a consistent2049

theory calculation (DGLAP) with that based on the GBW saturation model.2050

The comparisons in Fig. 4.11 show first of all that in the DGLAP case the pulls are O(1) in2051

the entire kinematical range. This is of course expected, given that the LHeC pseudodata is2052

generated using the same theory as the one subsequently used for the fit. In the case where2053

the pseudodata has been partially generated with the saturation calculation, on the other hand,2054

one finds a systematic tension between the theory used for the fit (DGLAP) and the one used2055

to generate the pseudodata (saturation). Indeed, we find that at the smallest values of x the2056

theory prediction undershoots the data by a significant amount, while at higher x the opposite2057

behaviour takes place. One can also see that in the region 10�4
⇠< x ⇠< 10�3 the fit overshoots2058

the pseudodata by a large amount.2059

These comparisons highlight how a QCD fit to the saturation pseudodata is obtained as a2060

compromise between opposite trends: the theory wants to undershoot the data at very small x2061

and overshoot it at larger values of x. These tensions result in a distorted fit, explaining the2062

larger �2
/ndat values as compared to the DGLAP case. Such a behaviour can be partially traced2063

back by the di↵erent scaling in Q
2 between DGLAP and GBW: while a di↵erent x dependence2064

could eventually be absorbed into a change of the PDFs at the parameterisation scale Q0, this2065

is not possible with a Q
2 dependence.2066

The pull analysis of Fig. 4.11 highlights how in order to tell apart linear from non-linear QCD2067
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Figure 4.10: Upper plots: the distribution of pre-fit and post-fit values of �2
/ndat for the Nexp = 500

sets of generated LHeC pseudodata. We compare the results of the profiling of the LHeC pseudodata
based on DGLAP calculations in the entire range of x (left) with those where the pseudodata is based
on the saturation model in the region x < 10�4 (right plot). Bottom plot: comparison of the post-fit
�
2
/ndat distributions between these two scenarios for the pseudodata generation.

and �expF represents the associated total experimental uncertainty. In Fig. 4.11 we display the2047

pulls between the post-fit prediction and the central value of the LHeC pseudodata for di↵erent2048

bins in Q
2. We compare the cases where the pseudodata has been generated using a consistent2049

theory calculation (DGLAP) with that based on the GBW saturation model.2050

The comparisons in Fig. 4.11 show first of all that in the DGLAP case the pulls are O(1) in2051

the entire kinematical range. This is of course expected, given that the LHeC pseudodata is2052

generated using the same theory as the one subsequently used for the fit. In the case where2053

the pseudodata has been partially generated with the saturation calculation, on the other hand,2054

one finds a systematic tension between the theory used for the fit (DGLAP) and the one used2055

to generate the pseudodata (saturation). Indeed, we find that at the smallest values of x the2056

theory prediction undershoots the data by a significant amount, while at higher x the opposite2057

behaviour takes place. One can also see that in the region 10�4
⇠< x ⇠< 10�3 the fit overshoots2058

the pseudodata by a large amount.2059

These comparisons highlight how a QCD fit to the saturation pseudodata is obtained as a2060

compromise between opposite trends: the theory wants to undershoot the data at very small x2061

and overshoot it at larger values of x. These tensions result in a distorted fit, explaining the2062

larger �2
/ndat values as compared to the DGLAP case. Such a behaviour can be partially traced2063

back by the di↵erent scaling in Q
2 between DGLAP and GBW: while a di↵erent x dependence2064

could eventually be absorbed into a change of the PDFs at the parameterisation scale Q0, this2065

is not possible with a Q
2 dependence.2066

The pull analysis of Fig. 4.11 highlights how in order to tell apart linear from non-linear QCD2067
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saturation pseudodata
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modifications are present 

More pronounced at FCC 
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structure functions 
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Figure 4.12: Comparison between the PDF4LHC15 baseline (green band) with the results of the
profiling of the LHeC pseudodata for the gluon (left) and quark singlet (right) for Q = 10GeV. We show
the cases where the pseudodata is generated using DGLAP calculations (red hatched band) and where
it is partially based on the GBW saturation model (blue curve).

Summary2089

Here we have assessed the feasibility of disentangling DGLAP evolution from non-linear e↵ects at2090

the LHeC. By means of a QCD analysis where LHeC pseudodata is generated using a saturation2091

model, we have demonstrated that the LHeC should be possible to identify non-linear e↵ects2092

with large statistical significance, provided their size is the one predicted by current calculations2093

such as the that of [250] that have been tuned to HERA data. A more refined analysis would2094

require to study whether or not small-x BFKL resummation e↵ects can partially mask the2095

impact of non-linear dynamics, though this is unlikely since the main di↵erence arises in their2096

Q
2 scaling. The discovery of non-linear dynamics would represent an important milestone for2097

the physics program of the LHeC, demonstrating the onset of a new gluon-dominated regime of2098

the strong interactions and paving the way for detailed studies of the properties of this new state2099

of matter. Such discovery would have also implications outside nuclear and particle physics, for2100

instance it would a↵ect the theory predictions for the scattering of ultra-high energy neutrinos2101

with matter [252].2102

4.2.3 Low x and the Longitudinal Structure Function FL2103

DIS Cross Section and the Challenge to Access FL2104

The inclusive, deep inelastic electron-proton scattering cross section at low Q
2 ⌧ M
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is defined by two proton structure functions, F2 and FL, with y = Q
2
/sx, Y+ = 1 + (1 � y)22106

and f(y) = y
2
/Y+. The cross section may also be expressed [253] as a sum of two contributions,2107

�r / (�T + ✏�L), referring to the transverse and longitudinal polarisation state of the exchanged2108

boson, with ✏ characterising the ratio of the longitudinal to the transverse polarisation. The2109

ratio of the longitudinal to transverse cross sections is termed2110

R(x,Q2) =
�L

�T
=

FL

F2 � FL

, (4.7)
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Figure 4.12: Comparison between the PDF4LHC15 baseline (green band) with the results of the
profiling of the LHeC pseudodata for the gluon (left) and quark singlet (right) for Q = 10GeV. We show
the cases where the pseudodata is generated using DGLAP calculations (red hatched band) and where
it is partially based on the GBW saturation model (blue curve).
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the LHeC. By means of a QCD analysis where LHeC pseudodata is generated using a saturation2091

model, we have demonstrated that the LHeC should be possible to identify non-linear e↵ects2092

with large statistical significance, provided their size is the one predicted by current calculations2093
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impact of non-linear dynamics, though this is unlikely since the main di↵erence arises in their2096

Q
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the physics program of the LHeC, demonstrating the onset of a new gluon-dominated regime of2098

the strong interactions and paving the way for detailed studies of the properties of this new state2099

of matter. Such discovery would have also implications outside nuclear and particle physics, for2100

instance it would a↵ect the theory predictions for the scattering of ultra-high energy neutrinos2101
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boson, with ✏ characterising the ratio of the longitudinal to the transverse polarisation. The2109

ratio of the longitudinal to transverse cross sections is termed2110

R(x,Q2) =
�L

�T
=

FL

F2 � FL

, (4.7)
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Longitudinal structure function: important 
constraint on the gluon


Challenging experimentally: vary energy, 
FL small, systematics

Figure 4.15: Measurement of the longitudinal structure function FL, obtained as an average results over
a number of x dependent points at fixed Q

2, plotted vs Q
2 with the corresponding x values indicated

in grey. Red curve: NNLO fit to the H1 cross section data; green curve: NNLO fit including NLLx
resummation, from Ref. [242].

to be improved. The di↵erence between the two curves increases as x decreases. However, due2202

to the peculiarity of the DIS kinematics, which relates x to Q
2
/sy, one faces the di�culty of2203

Q
2 decreasing with x at fixed s for large y � 0.6, which is the region of sensitivity to FL. Thus2204

one not only wishes to improve substantially the precision of the FL data but also to increase2205

substantially s in order to avoid the region of non-perturbative behaviour while testing theory2206

at small x. This is the double and principal advantage which the LHeC o↵ers - a much increased2207

precision and more than a decade of extension of kinematic range.2208

The Longitudinal Structure Function at the LHeC2209

Following the method described above, inclusive cross section data have been simulated for2210

Ep = 7TeV and three electron beam energies Ee of 60, 30 and 20GeV. The assumed integrated2211

luminosity values are 10, 1 and again 1 fb�1, respectively. These are about a factor of a hundred2212

larger than the corresponding H1 luminosities. At large y, the kinematics is best reconstructed2213

using the scattered electron energy, E
0
e, and polar angle, ✓e. The experimental methods to2214

calibrate the angular and energy measurements are described in [256]. For the present study2215

similar results are assumed: for E
0
e a scale uncertainty of 0.5% at small y (compared to 0.2%2216

with H1) rising linearly to 1.2%, in the range of y = 0.4 to 0.9. For the polar angle, given2217

the superior quality of the anticipated LHeC Silicon tracker as compared to the H1 tracker,2218

it is assumed that ✓e may be calibrated to 0.2mrad, as compared to 0.5mrad at H1. The2219

residual photo-production background contamination is assumed to be 0.5% at largest y, twice2220

better than with H1. There is further an assumption made on the radiative corrections which2221

are assumed to be uncertain to 1% and treated as a correlated error. The main challenge is to2222

reduce the uncorrelated uncertainty, which here was varied between 0.2 and 0.5%. This is about2223

ten to three times more accurate than the H1 result which may be a reasonable assumption: the2224

hundred fold increase in statistics sets a totally di↵erent scale to the treatment of uncorrelated2225

uncertainties, as from imperfect simulations, trigger e�ciency or Monte Carlo statistics. It2226

87

Ep=7 TeV, Ee=60,30,20 GeV


Luminosity: 10, 1 , 1 fb-1


Correlated and uncorrelated systematics
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Structure functions at EIC

• Nonlinear evolution has smaller range 
of uncertainty. Robustness of the 
solution to nonlinear equation.


• Large dependence on the initial 
conditions for the linear evolution 
leads to large uncertainty.

EIC: structure function simulations in eA
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Figure 3.15: The structure functions F2 (left) and FL (right) as functions of Q2 for various
x-values in e+Au collisions at an EIC generated by using PYTHIA with EPS09 nuclear PDFs
[174]. F2 and FL are o↵set by log10(x) for clarity. Measurements and corresponding errors at
di↵erent energies (indicated in the panels) are presented and illustrate the respective kinematic
reach. Data points from di↵erent energies at the same Q

2 are slightly o↵set along the abscissa
for visibility where necessary. Statistical errors for F2 and FL are based on 10 fb�1/A integrated
luminosity for the sum of all measurements at all indicated energies. Both for F2 and FL we
assumed a 3% systematic uncertainty and added it to the statistical errors in quadrature; for F2

the combined errors are scaled up by a factor of 3 to make them visible. For F2, we also depict
the curves and respective uncertainty bands from the EPS09 parameterization of the nuclear
parton distribution functions [174, 188]. The green shaded area indicates the (Q2

, x) range of
existing measurements for nuclei larger than iron, demonstrating the kinematic reach of an EIC.

Any measurement of FL requires data at
a wide range of

p
s. In our FL studies pre-

sented on the right in Fig. 3.15, we varied the
beam energies over the range indicated in the
panel. The final values for FL were extracted
using the standard Rosenbluth method. This
method is extremely sensitive to the qual-
ity of the absolute normalization achieved at
the various energies. Since systematic un-
certainties depend on the quality of the final
detectors and on the accuracy of luminosity
measurements, their ultimate magnitude is
hard to estimate. In our studies we assumed
systemic normalization uncertainties of 3%
per energy, the same as the values that were
achieved at HERA. The presented errors in-
clude both systematical and statistical con-

tributions.
A comparison of F2 and FL clearly shows

the intricacy of the FL studies. While FL

is of enormous importance for the study of
gluons, its measurement is very di�cult. In
addition, the kinematic reach of FL measure-
ments is much narrower than that of F2.

An alternative and complementary
method for studying the gluon density is
via the charm structure function F

cc̄
2 . The

left plot in Fig. 3.16 shows F
cc̄
2 versus Q

2

for various x-values in e+Au collisions at an
EIC. Also shown are curves and respective
uncertainty bands resulting from the EPS09
parameterization of nuclear parton distri-
bution functions [174, 188]. While an EIC
will certainly constrain these leading-twist
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Figure 3.17: Left: The ratio R2 of the F2 structure function in a nucleus over that of the proton
scaled by mass number A as a function of A1/3. The predictions from a CGC based calculation
(rcBK) [163] and from a linear evolution using the latest nuclear PDFs (EPS09) and CTEQ6
for the proton are shown [188, 174]. Right: The same for the longitudinal structure function
FL (see text for details).

measurements (the green band). It appears
that with a su�cient experimental e↵ort the
EIC would be able to distinguish between
the saturation and leading-twist shadowing
predictions for F

cc̄
2 , providing us with an-

other measurement capable of identifying
saturation dynamics.

Clearly, the EIC will reach into unex-
plored regions with unprecedented precision
and will be able to distinguish between tra-
ditional and non-linear QCD models. These
measurements will have a profound impact
on our knowledge of nuclear structure func-
tions and the underlying evolution scheme,
likely allowing to rule out many theoretical
models and to establish the correct underly-
ing physics. For a better discrimination be-
tween models, especially involving non-linear
dynamics, several observables sensitive to the
gluon distribution will be essential: (i) scal-
ing violation of F2, (ii) the direct measure-
ment of FL, and (iii) F cc̄

2 .
Note that all three observables can be

measured already at moderate luminosities
with good statistical precision. The final ex-
perimental errors for the structure functions
to be measured at EIC will be dominated
by systematic uncertainties. High luminosi-

ties are not required for the measurement of
structure functions, while precise knowledge
of the actual luminosity is paramount.

In the context of model comparisons,
it is important to note that DGLAP-based
models can not predict the A-dependence of
PDFs and structure functions without mak-
ing additional data-driven assumptions: this
is the origin of the broad error bars of the
EPS09 model in Fig. 3.11. However, this
broad error band may also be indicative of
the ability of such models to indiscriminately
describe a broad range of F2 and FL data:
in such cases, further experimental tests of
DGLAP-based approaches can be carried out
using other observables described in the sec-
tions below.

To further illustrate this point, we show
in Fig. 3.17 two theoretical predictions for
the ratio R2 (RL), i.e., the ratio of the F2

(FL) structure function in a nucleus over that
of the proton scaled by mass number A. The
calculations are shown as a function of A1/3

at Q
2 = 2.7 GeV2 and x = 10�3. In the

absence of any nuclear e↵ects, both ratios
R2 and RL should be unity. Due to the
lack of precise e+A data, the models are not
strongly constrained and we use error bands
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Pseudodata simulated with EPS09, very high precision data for eA
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Diffraction

� =
Q2

Q2 + M2
X � t

xBj = xIP �

momentum fraction of 
the Pomeron w.r.t 

hadron

momentum fraction 
of parton w.r.t 

Pomeron

• Tests of factorization of diffractive parton distributions (ep and eA).

• Sensitivity and relation to saturation physics (smaller scales involved).

• Study relation between diffraction in ep and shadowing in eA.

Theoretical description of such process is in terms 
color-less exchange : the Pomeron.

For large scales the QCD factorization was shown. 


What can be done at an EIC/LHeC/FCC-eh?

⇠ ⌘ xIP =
Q2 +M2

X � t

Q2 +W 2

�16



Phase space: LHeC, FCC-eh,EIC

Phase space ―  HERA ! LHeC ! FCC-he

• CD = 7	TeV vs. HERA
– HIJK down by factor  ~20

– -ILM0 up by factor ~100

• CD = 50	TeV vs. 7	TeV
– HIJK down by factor  ~10

– -ILM0 up by factor ~10
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The grid shows suggested binning:
4 bins per order of magnitude

for each of 3, -0, 5

CO = 60	G1RCO = 60	G1R

p, e energies
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�17
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EIC phase space: (β,Q2) fixed ξ
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LHeC phase space: (β,Q2) fixed ξ

�19

LHeC phase space ― Ep = 7 TeV

V W X. Z[# bins for V W X. Z[
• no top

– 1589 for '( \ 1.3	GeV(
– 1229 for '( \ 5	GeV(

• with top quark
– 17 bins more
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Pomeron, Reggeon, F2, FL components of σred
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� contribution dominates at high 

� Significant  component

୰ୣୢ ଶ  



ଶ

ଶ

 required for the determination of subleading “Reggeon” term.
Some intermediate beam energy settings needed for FL measurements.

At fixed ଶ , 

 scales stronger than ଶ, 
e.g.  

EIC: Pomeron/Reggeon decomposition
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Higher twists in diffraction

2

the data deviation from twist-2 DGLAP description are
consistent with HT e↵ects. We use the twist truncation
of GBW to analyse and parameterise the deviation from
DGLAP description of the DDIS. In fact, such a trunca-
tion may be motivated within QCD, see the last section.

To summarise the main results of the paper: the avail-
able data on low Q

2 di↵ractive DIS show strong break-
down of twist-2 DGLAP approximation and the devia-
tions are consistent with sizeable twist-4 and twist-6 ef-
fects. Thus, the DDIS data at low Q

2 provide the first
and strong evidence for HT e↵ects in DIS in the pertur-
bative domain. This opens possibility for further exper-
imental and theory investigations of the HT e↵ects and
for significant improvement of the di↵ractive pdfs.

More details of all the calculations and results will be
given in a coming, more extended paper.

2. The data — the breakdown of twist-2 descrip-
tion. The DDIS is an ep scattering process e(pe) p(P ) !
e(p0e)p(P

0)X(PX), with four-momenta pe, p0e (P , P 0) for
the scattering electron (proton). The final hadronic state,
X, with four-momentum PX , is separated in rapidity
from the proton, that scatters elastically. The process
is mediated by a virtual photon exchange, �⇤(q), with
q = p

0
e � pe. The DDIS di↵erential cross-section is ex-

pressed by invariants: y = (peq)/(peP ), Q
2 = �q

2,
⇠ = (Q2 + M

2
X)/(W 2 + Q

2), � = Q
2
/(Q2 + M

2
X), and

t = (P 0�P )2, where W 2 = (p+ q)2 is the invariant mass
squared in photon–proton scattering, and M

2
X = P

2
X

is the invariant mass of the hadronic state X. The t-
integrated ep cross-section reads:

d�

d� dQ2 d⇠
=

2⇡↵2
em

�Q4
[1 + (1� y)2]�D(3)

r (�, Q2
, ⇠) (1)

where the “reduced cross-section” may be expressed

through di↵ractive structure functions, FD(3)
2 and F

D(3)
L :

�
D(3)
r (�, Q2

, ⇠) = F
D(3)
2 � y

2
/[1 + (1 � y)2]FD(3)

L , with

F
D(3)
2 = F

D(3)
L + F

D(3)
T and the structure functions

T, L may be, respectively, expressed through transver-
saly and longitudinally polarised �

⇤-proton cross sec-

tions, FD(3)
L,T = (Q4

/4⇡2
↵em�⇠) d�

�⇤p
L,T /dM

2
X .

In the recent analysis [3] the ZEUS di↵ractive data,
currently the most accurate in the lowQ

2 region, were fit-
ted within NLO DGLAP approximation. The data cover
the region of 2 < Q

2
< 305 GeV2 but a satisfactory

DGLAP description was found only for Q
2
> Q

2
min =

5GeV2 with �
2
/d.o.f. rapidly growing with decreasing

Q
2
min. Following Ref. [3] we have calculated �2

/d.o.f. for
subsets of ZEUS LRG data with Q

2
> Q

2
min, this time

restricted to � > 0.035 in order to cut o↵ contributions
of highly resolved projectiles. We have found basically
the same behaviour — �

2
/d.o.f. ' 1 for Q2

min > 5 GeV2,
and �2

/d.o.f. reaching ' 3 for the full Q2 range, see the
continuous curve in Fig. 1.

In order to analyse the origin of the DGLAP fit dete-
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FIG. 1. The �2/ d.o.f. for NLO DGLAP and NLO DGLAP
+ HT fits to ZEUS LRG data [3] with Q2 < Q2

min.

rioration we focus on the low Q
2 region. The ZEUS fits

[3] were performed in the ‘safe’ region, Q
2
> 5 GeV2,

and the predictions were extrapolated to lower Q2. The
deviations are found to grow rapidly with decreasing ⇠
and Q

2 (see Figs. 3,5 of Ref. [3] and Fig. 2). The rel-
ative deviation is largest, about 100%, at the minimal
⇠ ' 4 · 10�4 and Q

2 = 2.5 GeV2.
We performed a more detailed, numerical analysis,

assuming contributions of HTs (the details are presented
in the next part of the paper and Fig. 2) and we found
that the deviation is consistent with a sum of twist-4
and twist-6 contributions. This, in turn, implies a
very strong dependence of the data deviation from
twist-2 structure functions, that scales as 1/Q2 ÷ 1/Q4.
However, at twist 2, a possible Q

2 modification of the
leading Q

2 dependence, ⇠const(Q2), due to the DGLAP
evolution is moderate ⇠ Q

� , with � ⇠ ↵s. Thus, twist-2
DGLAP evolution is unable to describe the DDIS data
below Q

2 = 5 GeV2 at low ⇠. We shall show that the Q2

and ⇠ dependencies of the data are, however, consistent
with large contributions of HT e↵ects.

3. Twist decomposition of the saturation model.
In the large energy limit the �⇤p scattering may be de-
scribed in a colour dipole model [4, 7], where the �⇤ scat-
tering is factorised into an amplitude of �⇤ partonic fluc-
tuations and scattering of these states by multiple gluon
exchanges. For DDIS one needs to consider the photon
fluctuations into a colour singlet qq̄ pair (a colour dipole)
and into qq̄-gluon triple, that spans two colour dipoles in
the largeNc limit [4]. This gives the t-integrated �⇤ cross-

sections, d��⇤p
L,T /dM

2
X = d�

qq̄
L,T /dM

2
X + d�

qq̄g
L,T /dM

2
X . As-

suming an exponential t-dependence of di↵ractive cross-
sections, one finds for the qq̄ component of �⇤:
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where bD is a di↵ractive slope and the sum over spins
runs over massless (anti)quark helicities (h̄)h in the case
of longitudinal photons whereas for transverse photons

3

there is an additional average over initial photon polar-
isations ", and f runs over the three light flavours. We
use the photon wave functions  f

hh̄,"
(Q, z,~r) in the form

given in [5], and the GBW parametrisation [4] for the
dipole–proton cross section �(r) = �0 N(r) with N(r) =
1 � exp(�r

2
/4R2). The saturation radius in DDIS de-

pends on ⇠, R(⇠) = (⇠/x0)�/2 GeV�1 and �0 = 23.03 mb,
� = 0.288, x0 = 3.04 · 10�4.

We performed the twist decomposition of Eq. (2)
through the Taylor expansion in inverse powers of QR.

The contribution of the qq̄g component of �⇤ is calcu-
lated at � = 0 and in the soft gluon approximation (the
longitudinal momentum carried by a gluon is much lower
then carried by the qq̄ pair). The correct �-dependence is
then restored using a method described in [6], with kine-
matically accurate calculations of Ref. [8]. The soft gluon
approximation is valid in the crucial region of M2

X � Q
2

or � ⌧ 1, where the deviations from DGLAP are ob-
served. With these approximations one obtains, in con-
sistence with [9]:

d�
qq̄g
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dM
2
X

=
A

M
2
X

X

f

Z
d
2
r01N

2
qq̄g

X

spins

Z 1

0
dz | f

hh̄,�
|2, (3)

N
2
qq̄g =

Z
d
2
r02 K01|2 (N02 +N12 �N01 �N02N12)

2
,

where A = Nc�
2
0↵s / 32⇡3

bD and Nij = N(~rj � ~ri),
~r01,~r02,~r12 = ~r02 � ~r01 denote the relative positions of
quark and antiquark (01), quark and gluon (02) in the
transverse plain, and K01|2 = r

2
01/r

2
02r

2
12 is proportional

to the dipole splitting kernel [10]. The form of N2
qqg fol-

lows from the Good-Walker picture of the di↵ractive dis-
sociation of the photon [11]. The factor 1/M2

X is a rem-
nant of the phase space integration under the soft gluon
assumption. The twist decomposition of (3) is performed
using the Mellin transform in the r01 variable:
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where the expression for H̃L,T (s) =
P

f H̃
f
L,T (s) can

be found in [5]. The Mellin transform of N
2
qq̄g(r01)

can be done in two steps. First one defines new in-
tegrals Ñ

2
qq̄g(s) = I1 � I2 where, for a = 1, 2 one has

Ia = (Q2s
0 /⇡)

R
d
2
r01(r201)

s�1
R
d
2
r02 K01|2 Sa with S1 =

(N02 + N12 � N02N12)2 � (N01)2 and S2 = 2N01(N02 +
N12 �N02N12 �N01). The integral I1 can be performed
exactly,

I1 = ⇡ (Q0R)2s 21+s (21+s � 1)�(s)

⇥ [Hs � 3F2(1, 1, 1� s; 2, 2;�1)s] , Hs =
sX

k=1

1

k
, (5)

and for I2 we use the large daughter dipole approximation
r02 � r01,~r12 ⇡ ~r02 and obtain,
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FIG. 2. The LRG ZEUS data for ⇠�D(3)
r at low Q2 compared

to a DGLAP fit [3] and the DGLAP fit with included twist-
4 and twist-4 and 6 corrections from the MMS saturation
model. In yellow (gray) — the region of � where the correction
due to qq̄gg may be neglected.

These formulae agree within a few percent with exact
numerical calculation of the di↵ractive cross-section (3).
The twist decomposition follows from (4) as a sum over
residues at the negative integer values of s.
In the region of low ⇠ the dominant contribution to

the di↵ractive cross-section comes from qq̄g. However,
at very low �, an even more resolved photon fluctuation,
with two emitted gluons, qq̄gg, may become relevant.
Hence, at the lowest �, one expects some underestima-
tion of the dipole model predictions with qq̄ and qq̄g

states only. Therefore we use the data with � > 0.035 in
quantitative analysis.

4. The evidence of higher twists observation. The
twist decomposition of the saturation model provides an
e�cient tool to study the HT e↵ects in data. We focus
on the region of Q2  6 GeV2, where the accuracy of
DGLAP description breaks down. We compare the data
to four di↵erent theory descriptions: (a) ZEUS-SJ NLO
DGLAP fit [3] to all data with Q

2
> 5 GeV2, (b) the

complete saturation model in the formulation of Refs. [6,
11] (MMS-Sat), (c) the GBW saturation model [4], and
(d) the saturation models in which we retain only twist-2,
twist-2 and 4 or twist-2, 4 and 6 contributions. In Fig. 2
we compare selected results with data: the extrapolated
DGLAP results, DGLAP plus MSS-Sat twist-4, DGLAP
plus twist-4 and twist-6 MMS-Sat, and the other results
are only described in the text.
The saturation model results are obtained including

qq̄ and qq̄g components, using the original GBW param-
eters � and �0, and three massless quark flavours. In
our approach we modified the GBW parameter x0 to
⇠0 = 2x0 in order to account for the di↵erence between
Bjorken x and ⇠, the variables used as ’x’ in GBW dipole
cross-section in DIS and DDIS respectively. The variable
⇠ corresponds to the actual momentum fraction flowing

• Diffractive data at HERA cannot be 
described by DGLAP at low Q2


• Higher twists 4 and 6 evaluated from 
the  dipole saturation model


• Improves the quality of the fit 
significantly


• Largest effect at low Q2 and small  ξ


• Indication  for large higher twists


• Questions for EIC/LHeC/FCC-eh:  
how would that change with different  
A and energy?

Motyka, Sadzikowski, Slominski

�21



Exclusive diffraction

• Exclusive diffractive production of VM : extracting the 
dipole amplitude and GPDs


• Suitable process for estimating the ‘blackness’ of the 
interaction.


• t-dependence : impact parameter profile

Additional variable t gives access 
to impact parameter (b) 
dependent amplitudes 

Large t (small b) probes densest 
packed part of proton? 
c.f. inclusive scattering probes median 
b~2-3 GeV-1 

e.g. “b-Sat” Dipole model [Golec-Biernat, Wuesthoff, 

Bartels, Teaney, Kowalski, Motyka, Watt] … 
“eikonalised”: with impact-parameter 

   dependent saturation  
“1 Pomeron”: non-saturating 

•  Significant non-linear  
effects expected  
even for t-integrated  
cross section in LHeC  
kinematic range. 
•  Data shown are  
extrapolations of  
HERA power law fit  
for Ee = 150 GeV… 
    " Satn smoking gun? 

[Watt] 

[2 years in low x configuration] 
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Figure 2.59: (a) The (imaginary part of the) dipole scattering amplitude, N (x, r, b), as a func-
tion of the impact parameter b, for r = 1 GeV�1 (typical for exclusive J/⌅ photoproduction)
and di⇥erent x values. (b) The (r-integrated) amplitude for exclusive J/⌅ photoproduction as
a function of b, for W = 300 GeV and |t| = 0, 1, 2, 3, 4 GeV2.

can clearly distinguish between the di⇥erent models. The di⇥erences are of course amplified
for larger t and large energies, where however the precise extraction of the t slope will be more
challenging.

Summarizing, it is clear that the precise measurements of large-|t| exclusive J/⌅ photopro-
duction at the LHeC would have significant sensitivity to unitarity e⇥ects.

Di�ractive Vector Meson Production from Nuclei This is still needed I think!!! PRN
Similar studies of elastic J/⌅ photoproduction in LHeC eA collisions have been proposed

as a direct means of extracting the nuclear gluon density [?].

DVCS and GPDs

Current DVCS Perspectives Text from Christian Weiss
Exclusive processes such as electroproduction of vector mesons and photons, �⇥N ⇥ V +N(V =
⇥0,⇤, �), or photoproduction of heavy quarkonia, �N ⇥ V + N(V = J/⌅, �), provide informa-
tion on nucleon structure and small-x dynamics complementary to that obtained in inclusive
or di⇥ractive measurements [128]. At su⌅ciently large Q2 the meson/photon is produced in
a configuration of transverse size much smaller than the typical hadronic size, r⇤ � Rhadron,
whose interaction with the target can be described using perturbative QCD [203]. A QCD
factorization theorem [204] states that the exclusive amplitudes in this regime can be factorized
into a pQCD scattering process and certain universal process-independent functions describ-
ing the emission and absorption of the active partons by the target, the generalized parton
distributions (or GPDs).

77

Large momentum transfer t probes small impact parameter 
where the density of interaction region is most dense. 
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Figure 11: Dependence of the slope parameter BD versus W for J/ψ and ρ production. Data are
from H1 experiment [2] and [7].

2. The skewedness effect was included in the gluon density distribution. This distri-

bution is present in the initial conditions for the small x evolution. This had a

substantial impact on the normalization of the resulting cross section and helped to

bring the calculations to agreement with the experimental data.

3. The BK equation was modified to include confinement effects by cutting off large

dipole sizes. The parameter rmax = 1
m , which sets the maximal size of the interac-

tion, together with the initial proton size control the slope of the differential cross

section with respect to t as well as its variation with the energy. The presented cal-

culation shows very good agreement with the experimental data on BD, including its

W dependence in the case of J/Ψ. The slope of BD is reproduced for ρ but the nor-

malization remains low. The W dependence is generated dynamically in the dipole

evolution. The speed of this increase is controlled by the parameter rmax = 1
m which

is not calculable from perturbation theory and needs to be adjusted.

4. The calculation presented includes the running coupling in the evolution, but misses

– 18 –

BK with b-dependence

HERA data compared with nonlinear evolution simulations �22



Possibility of using the same principle to learn about the gluon distribution in the nucleus. 
Possible nuclear resonances at small t?

t-dependence: for nuclei dips. Position depends on model (sat no sat)
Challenges: need to distinguish between coherent and incoherent 

diffraction. Need dedicated instrumentation, zero degree calorimeter.

Exclusive diffraction on nuclei
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∫Ldt = 10 fb-1/A
1 < Q2 < 10 GeV2

x < 0.01
|η(edecay)| < 4
p(edecay) > 1 GeV/c
δt/t = 5%

∫Ldt = 10 fb-1/A
1 < Q2 < 10 GeV2

x < 0.01
|η(Kdecay)| < 4
p(Kdecay) > 1 GeV/c
δt/t = 5%

104

103

102

10

1

10-1

10-2

105

104

103

102

10

1

10-1

10-2

coherent - no saturation
incoherent - no saturation
coherent - saturation (bSat)
incoherent - saturation (bSat)

coherent - no saturation
incoherent - no saturation
coherent - saturation (bSat)
incoherent - saturation (bSat)

Figure 3.23: d�/dt distributions for exclusive J/ (left) and � (right) production in coherent and
incoherent events in di↵ractive e+Au collisions. Predictions from saturation and non-saturation
models are shown.

[209], an e+A event generator specialized
for di↵ractive exclusive vector meson produc-
tion based on the bSat [208] dipole model.
We limit the calculation to 1 < Q

2
< 10

GeV2 and x < 0.01 to stay within the va-
lidity range of saturation and non-saturation
models. The produced events were passed
through an experimental filter and scaled to
reflect an integrated luminosity of 10 fb�1/A.
The basic experimental cuts are listed in the
legends of the panels in Fig. 3.22. As ex-
pected, the di↵erence between the satura-
tion and non-saturation curves is small for
the smaller-sized J/ (< 20%), which is less
sensitive to saturation e↵ects, but is substan-
tial for the larger �, which is more sensitive
to the saturation region. In both cases, the
di↵erence is larger than the statistical errors.
In fact, the small errors for di↵ractive � pro-
duction indicate that this measurement can
already provide substantial insight into the
saturation mechanism after a few weeks of
EIC running. Although this measurement
could be already feasible at an EIC with
low collision energies, the saturation e↵ects
would be less pronounced due to the larger
values of x. For large Q

2, the two ratios
asymptotically approach unity.

As explained earlier in Sec. 3.2.1, coher-

ent di↵ractive events allow one to learn about
the shape and the degree of “blackness” of
the black disk: this enables one to study the
spatial distribution of gluons in the nucleus.
Exclusive vector meson production in di↵rac-
tive e+A collisions is the cleanest such pro-
cess, due to the low number of particles in the
final state. This would not only provide us
with further insight into saturation physics
but also constitute a highly important con-
tribution to heavy-ion physics by providing a
quantitative understanding of the initial con-
ditions of a heavy ion collision as described
in Sec. 3.4.2. It might even shed some light
on the role of glue and thus QCD in the nu-
clear structure of light nuclei (see Sec. 3.3).
As described above, in di↵ractive DIS, the
virtual photon interacts with the nucleus via
a color-neutral exchange, which is dominated
by two gluons at the lowest order. It is pre-
cisely this two gluon exchange which yields a
di↵ractive measurement of the gluon density
in a nucleus.

Experimentally the key to the spatial
gluon distribution is the measurement of the
d�/dt distribution. As follows from the op-
tical analogy presented in Sec. 3.2.1, the
Fourier-transform of (the square root of) this
distribution is the source distribution of the

87
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Dips in t-profile for VM production
Armesto-Rezaeian

• t-dependence is a Fourier transform of the impact 
parameter profile


• characteristic dips as a feature of saturation

• position of dips depends on energy and scale

• within the LHeC sensitive t-range �24



Summary
• Novel QCD phenomena expected at high parton density. 


• Can reach this regime either by increasing A  or decreasing x.


• Proton and nuclear structure functions and PDFs can provide the test of these effects. 
Quantifying possible deviations from DGLAP evolution.


• FL  measurement would greatly improve the prospects of constraining higher twists 
and saturation. Importance of heavy quark measurements.


• Diffraction, both inclusive and exclusive offers unique window to saturation physics. 
Relation between diffraction and shadowing. Inclusive data at HERA point to higher 
twists in this process.  EIC can disentangle Reggeon/Pomeron contribution.


• Exclusive diffraction on of the best ways to perform the nucleon/nucleus tomography.  
VM elastic diffractive production; dips in t as a sign of parton saturation.


• Incoherent diffraction as a probe of the fluctuation of the gluon density.


• Azimuthal (de)correlations, sensitivity to the intrinsic transverse momentum of the 
gluon in the low x (or high A) regime. Ridge, collective phenomena at ep/eA?


• Importance of low x dynamics to ultrahigh cosmic ray and neutrino physics (Auger, 
ICECUBE)
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